Using the FOCUS architecture for
developing knowledge-based front
ends: a KBFE for forecasting
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Starisiieal packages, aptipisaiion packepes and Rier-
col-algoriths ihraries are widely wsed ty indusieial and
seientifee developmeny envieomments, They reprosenr an
ernarmons badly of very complex and vafuable browledge
tharr ix becenming imcreasingly diffiewls fe access. End ners
af these svstents herve do cope sinncdiameonsiy with ohe
mrricacies of the software and witk the WGP et
p.l':-'.l'r']'j' el pheg a'.l;.lp.l'a'r'u]'l‘mr—:.ﬁmlrrm pnr.'r.l'wu.l.. Far tliese
swstems, knowleage-based frant ends can provide co-opera-
five assistanee to emd wiers, enabling e foove the
spsters seccessflly, wiklfe preserving the Knowlow con-
pateread for theer fihrarries and packages. They are alve valweble
fr e vrenaing the tofhvare s working fife.

FOOCUS ivan EXPRIT-2 praject whose goal @5 1o deve-
fonp grearerte foels anad tectinigues for comsireeilng ard miaie-
tareing KBFEs for apen nser systemis (eq, lihrarkes, rens-
altle software conponents | and closed wser svsrems feg.
j'rq'-'a.'.'l'q.'.rr-.ﬁ'ug' senl hware, Ir.lrar\lu:erp,;':'.'r.- Ferr ferefersdriad ard sefei-
tific appfications, The participating pariners are drawn
fronm Bih i i aord academic msvinasions, providing o
winke crossseciion of soffware researchers, producers and
wsers, avd, altheugh theee are substantial research olyjires
tives, Hhe project has feken a pragevatic approach, with the
cormmercialisation af producits developed plavieg a prowmi-
reni role.

The paper describes parr of the work uncdeviaken divring
the twenry-forrtlht monith of the ESPRIT N prajece, which
began fn Deceriber TOSY and raw for four vears, The aims
af the FEONCUS prafect are stated, and a eore efement of the
erterging FOWCUS desipn sorareny s deseribed, mamely a
separalle architeciure for Enowlpdge-based fronr ends,
rrmrr'.lrrnrrr'n.l; o e fn.lu.l-a'ur.l' .I'mnrr.w. thie Ir.ln.i.l':'.I'r.lrr.'Lr.l.l'l.'l'r'
o the Irek-end manager contpovients, Some KBFEz
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developed wnrg s archirecrre, aind the tools created
within the profect thar eperate b the domain of forecasi-
dng, are also desoribed.

Kevwords: bimowledge-based front end, interfoce separabi-
fidy, dack-erd mamager, wrer inferface, problem sofver.

A wide and ever-growing range of apphication peckages
and librarees are now available (o assist computer users
i addressing a large varicty of computing tasks, Some of
these wsers wrile compuler programmes in the traditional
sense, amd 20 are mainly interesied in incorporating com-
putational units {e.g. from libranes) in their programs.
However, an imcreasing number of users are “non-pro-
grammers who make use of their chosen application
package(sh rather than prograom in general purpose pro-
gramming languages |_|'-.'iII.F the lerm “user '\:.'Hl;l.'lll' Ly
refer 1o boh apphicition packages and hibrares, we
abserve that computer wsers nghtly expect that such
systems should posscss a number of gualities such as
reliability, efficiency, flexibility ete., but there is also a
discernible, growing demand for “zase of use’, particu-
larly in the initial kearning stages, and for continwing
support in use’ as the user gains more confidence and
addresses more complex topics within his'her chosen
user system. 1 is considered that the most elfective way
o provide such assistance 15 through the use of know-
ledge-based front ends (K BFEs) which contain explicitly
r;'_'p'n,wnle knnwludp.: |::-|-1|:||.r USET 3yslEm :|||-|_| |::-|'1|'||.r |'||:r-\.1
enviranment in which that system is 1o be used,

PROGRAMME

The objectives of the projects were achieved within a
programme of work which can be viewed as a three
plase exercise. In Phase 1. state-of-the-art prototype
KEBFE systems (eg. GLIMPSE (MNelder and Waolsien-
helme, 1986) were studied. and varous other investi-
gations carried out, 1o define and generate an initial set
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of generalised 1ools, techniques and methodologees. In
particular, an overall FOCUS architecture for KBFE
comslruction was devised.

In Phase 2, first generation FOCUS KBFE prototype
systems were constructed to validate the principles of the
architecture and provide feedback to tool developers
prepanng the next set of tools. In Phase 3, the tools,
together with refinements in the technigues and metho-
dodogy produced by evaluation exercises were applied to
produce a second and third generation of FOCUS
KBFE prototyvpes, with particular reference to the per-
ceived needs of the numerous marketplaces in which
FOOUS technology could potentially be applied. In all
phases of the project, on-site user evaluation took place,
and Fesdback will be given 1o the developers of the
KEBFE prototypes and the tools,

KBFE architecture

The KBFE architecture described below (see Figure 1) is
an extension of the Seeheim model (Green, 1983). It
consists of a presentation layer, a dialogue control kayer
and an application interface model. The application
interface laver contains an explicit application model,
The purpose of this is o provide a clear and clean inter-
face between the front and back ends.

In addition to these three user-interface lavers (PRafT,
1983, the KBFE also incorporates a number of intelli-
gent knowledge-based modules (KBM) which encede
domain knowledge wseful for user guidance and assist-
ance and a back end manager (BEM) which deals with
implementation details of the back end applications. The
rest of the KBFE, with the exception of these modules
but including their communication and support sof-
ware, constitutes the front end harness (FEH).

The vanous modules which comprise the KBFE can
be distinet software entitics. They need not be physically
located on the same machine and can communicate over
networks i necessary. Communication is accomplished
through a standard message structure (Edmends er all.,
1993},
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Front-end harness

The front-end harmess consists of three modules, as
Follows,

Presentation layer
This is the software component responsible for the man-
agement of the surface level human-computer interface.
It 15 built on wop of the X Windows system and interprets
a high lkevel description on the interface to prodece inter-
action objects on the display, These distance the interface
builder from much of the tedious programming réguired
by the X Windows toolkits, and can be used, accommio-
diating whatever ‘look and feel’ is required. The interac-
tion objects are highly avtonomous and store a good deal
of what used 1o be called dialoguee state information,
The presentation layer transforms user interaction
intc mscasage structuncs which are, in turn, transmitted 1o
the dialogue control module. These messages can be pre-
programmed when an object is created or derived during
anm interaction sequence. This affords a considerable
degree of fexibility in their structure and content.

Dialogue control

This modulbe is central to the FEH. It manages and co-
ordinates communication between the other FEH com-
poments and at the same time controls the dialoguee with
the user.

For simphiaty, the dialogue control module treats all
of the modules with which it communicates in the same
way., Communcation is effected through message struc-
tures and a protecel for their trmnsmission. In addition
to their content the messages contain an identifier and
information relating 1o their route. Messages may give
rise te a reply which will return as angther message,

Application interface model

In order for the dialogue controller to communicate with
the back-end manager it is necessary o map between the
dialogue state and the back end tasks. This is accom-
phished by the application model, which contains rep-
resentations of the back end functionality.

Kmnowled pe-Based Systems



In classical user-imterface management systems this
model has ofien been implicitly embedded with the dialo-
gue controller, thus negating the benelits of interface
separation. In the FEH this model is explicit and with
open user sysiems such as software libranies which may
not have a great deal of user-inlerface struciure,

The knowledge based model interface and the appli-
cation interface model can in fact be implemented as a
angle software module.

A more detailed description of the front end harness
can be found in Edmonds and McDaid, 1990,

Knowledge-based modules

Domain knowledge is encoded in a series of knowledge
mradinles. Knowledge is represented declaratively wsing
logic, in the form of PROLOG clanuses, as the representa-
tional formalism. Mote that domain knowledge is not
application dependent: back end applications provade
information that assisis in the solution of a problem in
the domain.

There may be several knowledge modules, each cover-
ing & dilferent area of information. These include domain
specific  knowledge, which  describes  relationships
Between domain entities, application specific knowledge,
which comtains information on the use of an application
package and strategic information on the use of an appli-
cation package, and strategic knowledge, which contains
methods useful for finding solutions 10 o particular
prohlem.

Inference using this knowledge is performed using a
logic-bused problem solver (PS). The PS is an inference
enginge that incorporates a backward reasoning search
strategy. This scarch strategy is the same as that used by
PROLOG, and Tor a good reason: the PS solves quenes
Juist s FROLOG would, but has the addinonal functiona-
lity that makes it useful for use in a KBFE sening. The
wse of a PROLOG-based inference engine is well known
(s, for example, Clark and McoCabe, 1982). The
problem solver 15 a conceplual descendent of one such
system, APES (Hammand, 1932), and owes much to the
original APES system.

Control of the inference process is specified through a
sel of meta-level statements in the doman programme.
These are used, Tor example, 1o declare that certain infor-
mation should be requested from the user, of from a
back end application via the BEM. This separation of
data and control facilitates a modular construction of the
domain knowledge bases.

The problem solver has several notable features:

® Blending transformer; The PS doess not emiploy a
meta-interpreter, a3 do many PROLOG-based infer-
eiee engines. Instead, it wses a programme transfor-
mation thal “blends” meta-level functionality into an
ohject-level programme (Cosmadopoulos and South-
wick, 1989).

& Sepavaiion of date arnd comral: The PS operates on a
logicul model of a problem domaing information
about how the problem solving process should be
controlled s kept separate. The result is a clean rep-
resentation of domaim knowledge.

& Mamaging user disdog: 1T a problem solver interacts
with a user, it mus1 be prepared to behove in o manner
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accepiable to the user. The PS caters 1o the neads of
users who may nol know the answer 10 a system-
generated question, or who change their minds.

® Defawdis, suggestions and help: These guide and
assisl the wser in answering unfumiliar guestions, and
can be either static (in the form of canned text), or
context dependent (and computed “on the fiv').

o Validiny checking dara:  Data entered by a user can
be checked and immediately rejected iT w0 docs nom
satisfy predetermined constrainis,

& Explangtion:  Currently, the PSS offers standard
“how” and “why” rule-trace explanations. In the case of
explaining why user-entered data is invalid, however,
a facility explains the reason For the failure.

& Reason muintenanee; A system that reasons inoa
changing world needs some way of discovering the
ramificatiens of changes that have occurred, and
updating its view of the world accordingly. In the PS5,
this is accomplished through the use of a reason main-
tenance system (RM3). This records ‘the logical
dependencies that hold amongst program daia, and
allows a problem solver to exploat that imformation.
With this record, an RMS provides several benedits: it
avoids redundant computation, deals with inconsis-
ency. mamiges the scarch process, and supports non-
MONOLENIC reasaning.

Communication between KBMs and other system com-
ponents s managed by the dialogue control module,
using the standard message structure found throughowm
the FOCUS system. In order 10 gel some information
Fromm the user, for example, o message is dispatched to the
FEH, which handles all the interaction with the user, and
then sends a return message contaming the appropriate
data, Thas architecture allows a clean distinction between
problem solving and interacting with external daa
sources, and it encourages a purely logical knowledge
represeniation,

Back-cnd manager

While the from end harness and the knowledge based
modules are concerned with the “whys” and ‘wherefores”
of what the end user is or should be doing it is the BEM
(Prat er @, 19980) that takes care of the “how', thus
maintaining interfece separabibny (Edmonds, 1992). Iis
prime responsibiity therefore is that of mapping an
application independent specification of the ‘what” into
an exccuiable specification of the "how" with respect 10 4
particular application or package {i.¢. mapping from a
REEANNC o 8 synlaclic specification). executing the
application, and passing the relevant information back
to the appropriate KBFE componcnt.

To carry out this role the BEM must be ‘programmed’
by an expert user with knowledge aboul the syntax,
semantics, functionality and environment of the appli-
cation software. This information is stored in the form of
specification objects (tasks and actions), back emd 110
ohjects (templates and definitions extraction), and an
environment knowledge base, Figure 2 illusirates the
structure of the BEM showing its relationship with the
rest of the KBFE architecture,
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Figure 2. Back-end marager

KAFTS: A KBFE FOR FORECASTING

The Box-Jenkins methodology (Box and Jenkins, 1976)
for medelling. and forecasting time series has long begn
considered one of the most eficient 1echniques, and it has
been extensively used, especially Tor univariate data, The
strategy of model identification, estimation and diagnos-
tic checking requires that the person responsible Tor
making the forecasis has considerable expericnce and
knowledge. When the number of senes lo forecast 1z
greal (as in the case of a bank organisation) the task of
maodelling “by hand” becomes almost impossible.

Here we present KAFTS, a KBFE for implementing
the Box-Jenkins sirategy, built using the FOCUS archi-
tecture on a hack end subsystem consisting of standarnd
statistical software and specialised custom built software,

Introduction

The class of ARIMA models provides a flexible se1 of
parametric models that are useful in modelling a grem
varely of ume seres, In the case of wasonal data, the
multiplcative form of such a model is

FAB) FolBY (1= BY (1 = BY°Z,= g, + g B) @{.m‘}ri
i

where 5 is the seasonal peried, 8 is the backshilt opera-
tor (B2, =Z,_ ), F{8)isa polynomial of degree p known
as the autorcgressive polynomial for the nonscasonal
part, F, (8"} is a polynomial of degree P in £ known as
the autoregressive polynomial for the seasonal part. g,
{#) and g (B') are the moving average polynomials of
degree g and @ Tor the nonseasonal and seasonal part,
respectively, o and D are the degrees of regular and
seasonal diferencing of the original series needed to
achieve stationariny, and o, 15 & constant, We assume that
Equation 1 is such that the zeros of all the polynomials
are ouiside the unit circle, there are no common zeros

4
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between the autoregressive and moving average polyno-
muals, and {a,) 5 a while nose sequence. £, are the
observations or a Box-Cox transformation of them,

The well known strategy for modelling tme seres data
developed by Box and Jenking (see Equation 1) consisiz
mainly of three seps:

@ ldenriffcarions: Given the data, a guess is made for
the valugs of o, I, p, g, Fand @, This guess is based in
the examinations of the estimated auocorrelation
function and the partial auocorrelation Tunction of
the dana,

@ Fsromarions Givew a model identified in the previous
step, the parameters of this model (the coefficients in
the polynomials) are estimated using the maximum
likelihood method.

& Diggnostic checking: A set of diagnostic checks s
applied to the residuals of the stimated model in
order to assess i1s valdity.

These three steps are apphied repeatedly uwnnil a useful
maodel is obtained,

Mext, the forecast for luture observations is oblained
from the retained model by taking conditional expec-
lations:

ZiN=EZ o Zn Zoy. )

whiere &, (1) 15 the forecust made at time f for the value
o (l=1,2,...)

End users and objectives
The objectives of the KBFE are to provide a usable
knowledge hased interface to forecasting software.

The KBFE is aimed at two sets of end wsers. The
system is to be used operationally by end users with litile
or no knowledge of the domain. For this group of end

K nowledge-Based Systems



Table 1. Information Aow

Preslicale pame Instantiated variablkes

MNominstantiated variables  Source of instantiatson

Component responsihle for

irslan laicn
Time series = RETFY Liser FEH
Tentmtive mesded [rata Idemificrs Hack-end software (law)  HBEM
whemaification
Estimase parameters Dhans, slemiafiers Model, duagnoatics Back-cnd softwane (S04) HEM
(B o] Dhaa, eleninflers, maodel Diagnosises chocked mesle]l  KHEM domain rulies [
Forecass Drain, sdenislers, chocked Farccasts Back-cnd usfiwarne HEM

masdil

IGENSTAT)

users guidance must be at the operational level, both in
terms of the use of the user interface and the practicalities
of modelling vime seres i terms of data mampalation.
Here, the KBFE will appear relatively automatic. How-
ever, provision must alse be made for a second more
statistically sophisticated end user: a time series analyst
who may have to intervene with a particular time serics
and perform some manual manipulation of the modell-
ing process, Assistance lor this end wser musl, accord.
ingly, be based on koowledge of the ume seres domain.

Encoding domain knowledpe

By taking away many of the complicating considerations
such as user and back end imeraction, the problem solver
has permitted the domain knowledge to be encoded in a
declarative and natural manner. The following is an
extract from the domain program which clearly defines
how a forecast is obtained.

Forecast: tirme series (Data),
tentative-model-identification {Data, ldentifiers),
estimate=-parameters {Data, ldentifiers, Model,
Mnagnosiics)
check-model {Data, ldemifiers, Diagnostics, Model,
Checked-Model)
forecast {Duta, Identfiers, Checked-Model, Fore-
cilsls]

In terms of the encoding, it is irrelevant where the infior-
mation comes from 1o satisly cach of the PROLOG goals,
Table 1 shows the resulting information flow generated
by the above definition of a forecast.

Back ends and BEM

The back end subsystem consists of three scparate
modules: [daut (a FORTRAN program which performs
the automatic identification of a temative model given a
timee serica), SCA (used For the estimation of model para-
meters and obloming dagnostic information), and
GEMSTAT (used for data exploration and manipulation
and forecasting), ldaut is used in a ‘hatch” mode, while
SCA and GENSTAT are wsed intermctively.
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task (estimate-parameters (Data ldentihers. Model,
Diagnestics) )

action-engine (specilfv-model % action name
[Drata, Identifiers], e inpul parameter
[ Ml el e out parameters
SCA) e backend package

action-engine {gei-diagnostics, %% action name

M edel]. % inpul parameters
[Magnostics]. e outpul parameters
SCA). % back end/package

The above listing illustrates how a back end independent
information request, or task from the knowledge hased
module, is mapped into a back-end specific (in this case
SCA) set of actions. The action engine then execules
both “specify-model” and *get-diagnostics’ using TPL and
XTL (Prat ¢r af., 1990) to generate the input and extract
the appropriate output in order to instantiate “model’
and “diagnostics”.

CONCLUSIONS

The forecasting KBFE described has provided a very
useful testbed for the FOCUS architecture and has in
principle vindicated the usefulness of the idea of interface
separability. Tt has provided wseful input o both ool
developers and the developers of KBFE design methodo-
logies, It will be further developed to take advantage of
the new tools and wechnigues coming rom the FOCLS
project o include more sophisticated diagnostic chec-
king and imtervention analysis,

Two main issucs have ansen in the development of this
prototype. Firstly, the components of the architeciure
whilst providing a powerful presentation mechanism for
the end wser have not yet addressed sufficiently their
interface to the KBFE developer. More effort is needed
te develop them into a suitable KBFE development
environment. Secondly, whilst providing the end user
with the ability 1o control his/her presentation, by pre-
senting interaction objects which can be moved, resiaed,
serolled etc,, it sull remains unclear as 1o what extent
control of the presentation needs 1o be retained in some
way so that users do mod build themselves a sereen thal 15
overloaded with such interaction abjects,

ACKNOWLEDGEMENTS

This work has been partially funded by the EC through
ESPRIT 11 {Project 2620) and by the CICYT (Spanish
Crovernment) (TIC B80643). Erncst Edmonds provided
valuable comments on an early draft of the paper.



REFERENCES

Box, (5. E. P. and Jenkins, G. M. (1976) Time Sevics
Aralysiz; Forecasting and Control Holden Dy

Clark, K. L. and McCabe, F. G. {1982) ‘PROLOG: a
language for implementing expert systems’ Machineg
Intelligence Vol 10 pp 455470

Cosmadopoulos, ¥, and Souwthwick, B, W, {1989) “Using
meta-level information for expert systems control: a
*hlending’ transformer approach’ de Research armd Deve-
lopeeriy i Expers Svaremns VP Shadbolt, M. (Ed.) Cam-
bridge University Press pp 54-65

Edmonds, E.A. (Ed.) (1992) The Separable User fnder-
Sface Academic Press

Edmonds, E. A., Murray, B. 5., Ghazikhansan, J. and
Heggie, 5. P (1992) “The re-wse and integration of exisi-
ing software: a central role for the imelligent wser inter-
face” People and Compauters VI, Proceedings of the BCS
HCI 92 Conference, York, Cambridge University Press
Edmonds, E. A. and McDaid, E. {1'¥00) “An architecture
for knowledge-base front ends” Knowledpe-Based Systems
Val 3 Mo4 pp 221-224

Gireen, M. {1985} " Report on dialogue specification tools”
in Plafl, . E. (Ed.) User Interface Managemeni Systems
Springer-Verlag pp 9-20

Hammaond, P. (1982) "APES: a wser manual® Technical
Report 329, Department of Computing, Impenal
College, London, UK

Melder, 1. AL and Waolstenholme, I3, E. (1986) "A Front

End for GLIM™ Compuier Science and Statistics: Pro-
ceedings of the 15th Symposiuvm on the Interface

Plaff, G. E. (Ed.) {1985) “User iterface management
systemns” Proc. Workshop on User Interfivce Manage-
menl Systems {1983)

Prat, A.. Caot, J. M., Lores, J. and Fletcher, P. (19900
‘The back-end manager — an interface belween a know-
ledge based front end and its applications subsystems”
K nowledge-Based Systems Yol 3 Mo 4 pp 225229

BIBELIOGRAPHY

Edmonds, E., McDaid, E.. Pran, A Flewcher, P, and
Lorés, J. (19596 “Systems architecture and KBFE back-
end interface specifications” FOCUSLUTCHIUPC S/
4.1-C (Imernal Esprit Beport)

NAG Fortran Libeary Maonnal! (1990) NAG Limited,
Oifiord, UK

Prat, A., Ginebra, 1., Catot, 1. M. (198%) *Expen system
for forecasting” Proceedings of Development of Statisti-
cal Expert Systems, Eurostat News, pp 342-347

Prat, A. M. and Catot, J. M. (1985) ‘Incorporating
expertise in time series medelling: the STATXPS system”
Staustical Software Newsletter Vol 1] {Aug) pp 35-62
Southwick, B, W_ (1990} " A reason mainlenance system
for backward reasoning systems” Proc. 3th Inmernational
Symposium on Methodologies for Intelligent Svsiems,
Enoxville, Tennessee, USA pp 102-109

K nowledge-Based Systems



